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TOTAL SURVEY ERROR
DESIGN, IMPLEMENTATION, AND EVALUATION

PAUL P. BIEMER™

Abstract The total survey error (TSE) paradigm provides a theoretical
framework for optimizing surveys by maximizing data quality within
budgetary constraints. In this article, the TSE paradigm is viewed as part
of a much larger design strategy that seeks to optimize surveys by max-
imizing fotal survey quality; i.e., quality more broadly defined to include
user-specified dimensions of quality. Survey methodology, viewed
within this larger framework, alters our perspectives on the survey design,
implementation, and evaluation. As an example, although a major objec-
tive of survey design is to maximize accuracy subject to costs and time-
liness constraints, the survey budget must also accommodate additional
objectives related to relevance, accessibility, interpretability, comparabil-
ity, coherence, and completeness that are critical to a survey’s ““fitness for
use.”” The article considers how the total survey quality approach can be
extended beyond survey design to include survey implementation and
evaluation. In doing so, the “‘fitness for use’ perspective is shown to
influence decisions regarding how to reduce survey error during design
implementation and what sources of error should be evaluated in order to
assess the survey quality today and to prepare for the surveys of the
future.

Introduction

Total survey error (TSE) refers to the accumulation of all errors that may arise
in the design, collection, processing, and analysis of survey data. In this context,
a survey error is defined as the deviation of a survey response from its under-
lying true value. A related term—survey accuracy—is defined as the deviation
of a survey estimate from its underlying true parameter value. Survey errors can
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818 Biemer

arise from the survey frame deficiencies, the sampling process, interviewing
and interviewers, respondents, missing data, and coding, keying, and editing
processes. Survey error is problematic because it diminishes the accuracy of
inferences derived from the survey data. A survey estimator will be accurate
if it has a small bias and variance, which occurs only if the influence of
TSE on the estimate is small.

The total survey error paradigm (see, for example, Platek and Sarndal 2001
and the ensuing discussions) refers to the concept of optimally allocating the
available survey resources to minimize TSE for key estimates. Ideally, to apply
the TSE paradigm, the major sources of error should be identified so that the
survey resources can be allocated to reduce their errors to the extent possible,
while still satisfying specified costs and timeliness objectives.

The TSE paradigm is part of the much broader concept of total survey qual-
ity, which considers the fitness for use of an estimate. The “fitness for use”
concept (Juran and Gryna 1980) recognizes that producers and users of survey
data often perceive survey quality from very different perspectives. Producers
place a high priority on data quality (e.g., large sample size, high response rate,
internally consistent responses, good coverage of the target population) and
may allocate a large portion of the survey budget to achieve a high level of
accuracy for some key estimates. Data users often take accuracy for granted
and place a higher priority on attributes such as the timeliness, accessibility,
and usability of the data, as well as questionnaire content that is highly relevant
to their research objectives. These two perspectives suggest that survey quality
is a complex, multidimensional concept that goes beyond TSE. Juran and Gryna
(1980) identify two distinct facets of the general concept of quality: (a) freedom
from deficiencies; and (b) responsiveness to customers’ needs. For most sur-
veys, (a) is consistent with the TSE paradigm; however, (b) can be achieved
only by giving appropriate emphasis in the survey design to attributes that will
result in high user satisfaction; in particular, data accessibility and clarity,
timely delivery, and relevant data items that are comparable across repeated
surveys and regions of the country, as well as across demographic groups
and analytic domains.

Assigning lower priorities to the user dimensions of survey quality can result
in data that are released behind schedule, difficult and costly to access, and
inadequately documented. To the user, the data may be unfit for use. For ex-
ample, for a continuing survey, changes in the methodology may produce data
that are no longer comparable to earlier data releases, leaving the interpretation
of time trends muddled as real changes are confounded by methodological arti-
facts. Or, important items on the questionnaire may be eliminated, thus weak-
ening the relevance of the data to a substantial user group. The data may be
accurate, but they lack fotal survey quality; that is, quality from both the pro-
ducer and user perspectives. This situation is likely to result in users that are
dissatisfied with the data products.
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In the late 1970s, Lyberg et al. introduced quality dimensions that went be-
yond accuracy and were intended to embody the concept of fitness for use
(Lyberg, Felme, and Olsson 1977). By the mid-1990s, some government sta-
tistical agencies began developing definitions for survey quality that explicitly
take into account the multidimensionality of the concept (see, for example,
Fellegi 1996). Such definitions are referred to as “survey quality frameworks.”
Today, most national statistical offices in Europe, as well as Eurostat, Australia,
Canada, New Zealand, and the U.S. Census Bureau, are using very similar sur-
vey quality frameworks to some extent. Interestingly, nongovernmental survey
organizations in both Europe and the United States have been slow to adopt the
concept. The dimensions of a quality framework can vary (somewhat subtly in
most cases) from organization to organization and can be a topic of considerable
debate. Nevertheless, most frameworks contain a subset of the nine dimensions
shown in table 1.

The next section describes some uses of the total survey quality framework,
including a strategy for designing surveys that maximizes total survey quality.
This is achieved by optimally balancing the dimensions of survey quality within
the survey budget and schedule. Sections 3 and 4 describe the sources of error
that reduce survey accuracy and how they can be summarized by the mean
squared error. Section 5 discusses survey design principles within the TSE par-
adigm, Section 6 discusses the concept of process quality and its relationship to
TSE, and Section 7 describes some options for assessing total survey quality.
Finally, Section 8 concludes with a summary of the essential ideas.

Survey Design within the Total Survey Quality Framework

Survey organizations have used survey quality frameworks in various ways.
Primarily it has been used as a checklist for the assessment of survey quality
(i.e., to evaluate how well a data-collection program achieves the goals or

Table 1. Common Dimensions of a Survey Quality Framework

Dimension Description

Accuracy Total survey error is minimized

Credibility Data are considered trustworthy by the survey community
Comparability Demographic, spatial, and temporal comparisons are valid
Usability/Interpretability ~Documentation is clear and metadata are well-managed
Relevance Data satisfy users needs

Accessibility Access to the data is user friendly

Timeliness/Punctuality Data deliveries adhere to schedules

Completeness Data are rich enough to satisfy the analysis

objectives without undue burden on respondents
Coherence Estimates from different sources can be reliably combined
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requirements stated for each dimension). This implies that an evaluation should
be conducted to collect data on quality indicators and metrics for each dimen-
sion. Some dimensions (such as accessibility) are qualitative and difficult to
quantify, and thus a single metric summarizing the quality across all dimensions
would be difficult to construct. Instead, quality reports or declarations have
been developed that provide information on how well a survey satisfies specific
goals for each dimension. The quality report might include a description of the
strengths and weaknesses of a survey organized by dimension, with emphasis
on sampling errors; nonsampling errors; key release dates for user data files;
user satisfaction with data dissemination, availability, and contents of the doc-
umentation; and special features of the survey approach that may be of impor-
tance to most users. Extended versions of such reports, called quality profiles,
have been produced for a number of surveys (see Doyle and Clark 2001 and
Kasprzyk and Kalton 2001 for discussions of this approach).

Another important use of the quality framework is in the design of a survey.
Ideally, the survey design should specify actionable and achievable objectives
for each quality dimension, in accordance with both user and producer require-
ments. Budgets, personnel, and other resources can then be allocated to the
various survey tasks and processes, as appropriate, to achieve these objectives.
Thus, the optimal survey design is one that is best in terms of both user and
producer quality dimensions—in other words, a design that optimizes total sur-
vey quality. In this way, the producer’s goals of data accuracy and methodo-
logical credibility are explicitly and optimally balanced against the often
competing goals for the other quality dimensions in table 1. Optimizing total
survey quality requires that the quality goals for each dimension are clearly
specified and the approaches of achieving these goals are optimally designed
and budgeted.

One approach proposed by Biemer and Lyberg (2003) treats the user dimen-
sions as constraints and maximizes data accuracy subject to those constraints.
To illustrate, suppose that in addition to accuracy, the quality framework for
a survey consists of three dimensions that have a substantial impact on costs
(e.g., timeliness, accessibility, comparability). An optimal balance for a survey
within this framework maximizes data accuracy, while ensuring that explicit
objectives developed for the other three dimensions are accomplished within
the survey budget. For example, the survey design may specify that data col-
lection for the survey should be completed within nine months, and that data
files will be released to the public within 15 months. The design may specify
that data files will be provided for download online with full documentation at
the time of release. Further, for the sake of comparability, methodologies used
in previous implementations of the survey should be continued in the new
implementation. The survey budget must take into account these objectives
in the allocation of resources.

Let Cr be the total budget for the survey and Cy, denote the combined, es-
timated costs for achieving the specified objectives for the user dimensions of
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timeliness, accessibility, and comparability. The remaining budget (i.e., C4 =
Cr — Cyp) is the budget available to maximize accuracy. The task for the survey
designer is to implement the data collection, data processing, weighting, and
estimation phases of the survey to maximize accuracy, while ensuring that sur-
vey costs do not exceed C,4 and the time from the start of data collection to the
release of data files does not exceed 15 months. In this manner, the design spec-
ifications for data collection, data processing, weighting, and estimation min-
imize TSE subject to cost and timeliness (15 months) constraints. This approach
attempts to maximize the total survey quality once the design objectives and
specifications under each dimension are set in accordance with both user and
producer requirements.

In actual practice, the total survey quality optimization strategy is iterative.
For example, the designer may determine that the remaining budget, C4, and/or
schedule are inadequate for achieving an acceptable level of accuracy. Ideally,
the survey sponsor would provide additional funding or allow more time to
achieve a higher level of accuracy. But assuming the budget and schedule
are fixed, the survey designer should revisit the objectives under the other qual-
ity dimensions to determine how resources might be reallocated in order to
achieve greater accuracy. Of course, this should be done so that the impact
on the most important user quality dimensions is minimized.

Sources of Error

As noted in the previous section, the goal of optimal survey design can be stated
simply as minimizing TSE subject to costs and timeliness constraints that are
consistent with other user-centric quality dimensions. Careful planning is re-
quired for allocating resources to the various stages of the survey process so
that the major sources of error are controlled to acceptable levels. The goal
is not to conduct every stage of the survey process as error-free as possible,
because that would entail exceeding the survey budget and/or schedule by a con-
siderable margin. Even under the best circumstances and given an unlimited
budget and time, the potential for survey errors will always remain in some
operations. Instead, the goal is to avoid the most egregious errors and control
other errors to the extent that remaining errors are mostly inconsequential and
tolerable.

As an example, more extensive interviewer training may be costly, but still
necessary in order to minimize serious interviewing errors in a field survey. To
afford these costs, quality control activities that would normally be in place to
control data-processing and file-preparation errors may have to be reduced.
Similarly, to afford the nonresponse follow-up activities required for reducing
nonresponse bias, a reduction may be taken in the survey pretesting phase or in
the length of the interview. These design choices and tradeoffs require an un-
derstanding of the major sources of survey error, their relative importance to
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—I Total Survey Error |._ Mean Squared Error (MSE)
MSE = Bias?+ Variance

Sampling Error
*Sampling scheme
*Sample size
*Estimator choice

Systematic I—-| Bias

Nonsampling Error Variable I_’| Variance
*Specification
*Nonresponse
*Frame
*Measurement
*Data processing

Figure 1. Total Survey Error, Its Components, and the Mean Squared Error.

data quality, how they can be controlled by optional features of the design, and
the costs associated with these design features.

Addressing the most serious errors by judicious survey design is facilitated
by decomposing the error to smaller and smaller components. One such decom-
position, shown in figure 1, partitions the TSE first into sampling error and
nonsampling error. Sampling error can be partitioned into error sources attribut-
able to the sampling scheme (e.g., multistage or multiple-phase sample), sample
size, and the choice of estimator (e.g., a ratio or regression estimator, levels of
post-stratification). Nonsampling error can be further decomposed into speci-
fication error, frame error, nonresponse error, measurement error, and process-
ing error. To allow for new error sources that may emerge as methods and
technologies change, these five components can be broadly defined so that they
encompass essentially all sources of nonsampling error in a survey. Further
decomposition of both types of survey error is usually needed to better target
specific sources of error (see Section 4). These error sources, considered in
some detail in Biemer and Lyberg (2003) and Groves (1989), will be only
briefly summarized here.

SPECIFICATION ERROR

A specification error arises when the concept implied by the survey question
differs from the concept that should have been measured in the survey.
When this occurs, the wrong construct is being measured and, consequently,
the wrong parameter will be estimated by the survey, which could lead to in-
valid inferences. Specification error is often caused by poor communication
between the researcher (or subject-matter expert) and the questionnaire
designer.

An example of specification error is in the measurement of unemployment in
the Current Population Survey (CPS) (U.S. Department of Labor, Bureau of
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Labor Statistics, and U.S. Department of Commerce, Bureau of the Census
2002). For the Bureau of Labor Statistics (BLS), an important distinction
among unemployed persons is whether they were “looking for work” or
“on layoff.” Persons on layoff are defined as those who are separated from
a job and await a recall to return to that job. Persons who are “looking for work”
are the unemployed who are not on layoff and who are pursuing certain spec-
ified activities to find employment. Prior to 1994, the CPS questionnaire did not
consider or collect information on the expectation of recall from persons who
indicated that they had been laid off. Rather, unemployed persons were simply
asked, “Were you on layoff from a job?” This question was problematic be-
cause, to many people, the term “layoff” could mean permanent termination
from the job rather than the temporary loss of work the BLS economists were
trying to measure. (See Biemer 2004 for an extensive discussion and analysis of
this problem.)

BLS redesigned this question in 1994 to clarify the concept of layoff. Cur-
rently, unemployed persons are asked, “Has your employer given you a date to
return to work?” and “Could you have returned to work if you had been
recalled?” These questions brought the concept of “on layoff” in line with
the specification being used by BLS economists and produced slightly different
estimates of unemployment.

MEASUREMENT ERROR

Measurement error has been studied extensively in the survey literature (com-
prehensive reviews may be found in Groves 1989; Biemer and Lyberg 2003;
and Groves et al. 2009). For many surveys, measurement error is one of the
most damaging sources of error. It includes errors arising from respondents,
interviewers, survey questions, and various interview factors. Respondents
may (deliberately or unintentionally) provide incorrect information in response
to questions. Interviewers can cause errors in a number of ways. By their
speech, appearance, and mannerisms, they may undesirably influence
responses, transcribe responses incorrectly, falsify data, or otherwise fail to
comply with the survey procedures. The questionnaire can be a major source
of error if it is poorly designed. Ambiguous questions, confusing instructions,
and easily misunderstood terms are examples of questionnaire problems that
can lead to measurement error.

However, measurement errors can also arise from the information systems
that respondents may draw on to formulate their responses. For example, a farm
operator or business owner may consult records that may be in error and thus
cause an error in the reported data. It is also well known that the mode of ad-
ministration can have a profound effect on measurement error (see, for example,
Biemer and Lyberg 2003, Chapter 6; de Leeuw 2005). As an example, mode
comparison studies (Biemer 1988; de Leeuw and van der Zouwen 1988) have
found that data collected by telephone interviewing are, in some cases, less
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accurate than the same information collected by face-to-face interviewing.
Finally, the setting or environment within which the survey is conducted
can also contribute to measurement error. For example, for collecting data
on sensitive topics such as drug use, sexual behavior, or fertility, a private set-
ting, even if using a self-response mode, is often more conducive to obtaining
accurate responses than one in which other members of the household are pres-
ent. In establishment surveys, topics such as land use, loss and profit, environ-
mental waste treatment, and the allocation of corporate resources can also be
sensitive. In these cases, assurances of confidentiality may reduce measurement
errors due to intentional misreporting.

FRAME ERROR

Frame error arises in the process for constructing, maintaining, and using the
sampling frame(s) for selecting the survey sample. The sampling frame is de-
fined as a list of target population members or another mechanism used for
drawing the sample. Ideally, the frame would contain every member of the tar-
get population with no duplicates. Units that are not part of the target population
would be removed from the frame. Likewise, information on the frame that is
used in the sample selection process should be accurate and up to date. Unfor-
tunately, sampling frames rarely satisfy these ideals, often resulting in various
types of frame errors. In many situations, the most serious of these is frame
omissions that lead to population noncoverage errors. An excellent discussion
of frame error can be found in Lessler and Kalsbeek (1992).

NONRESPONSE ERROR

Nonresponse error is a fairly general source of error encompassing both unit and
item nonresponse. Unit nonresponse error occurs when a sampled unit (e.g.,
household, farm, establishment) does not respond to any part of a questionnaire
(e.g., a household that refuses to participate in a face-to-face survey, a mailed
survey questionnaire that is never returned, an eligible sample member who
cannot be contacted). Item nonresponse error occurs when the questionnaire
is only partially completed because an interview was prematurely terminated
or some items that should have been answered were skipped or left blank. For
example, income questions are typically subject to a high level of item non-
response because of respondent refusals. Groves and Couper (1998) provides
a comprehensive examination of the issues for nonresponse error in surveys.

DATA-PROCESSING ERROR

Data-processing error includes errors in editing, data entry, coding, assignment
of survey weights, and tabulation of the survey data. As an example of editing
error, suppose that a data editor is instructed to call back the respondent to verify
the value of some budget-line item whenever the value of the item exceeds
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a specified limit. In some cases, the editor may fail to apply this rule correctly,
thus leaving potential errors in the data uncorrected.

The survey weights that statistically compensate for unequal selection prob-
abilities, nonresponse errors, and frame coverage errors may be calculated er-
roneously, or there may be programming errors in the estimation software that
computes the weights. Errors in the tabulation software may also affect the final
data tables. For example, a spreadsheet used to compute the estimates may con-
tain a cell-reference error that goes undetected. As a result, the weights are ap-
plied incorrectly and the survey estimates are in error. Chapter 7 in Biemer and
Lyberg (2003) describes the various types of data-processing error, their effects
on survey estimates, and how they can be controlled in surveys.

MINIMIZING TSE

Making the correct design decisions requires simultaneously considering many
quality and cost factors and choosing the combination of design features and
parameters that minimizes the TSE within all the specified constraints. To aid
the design process, it is important to have a means of quantifying the total error
in a survey process. That way, alternative survey designs that satisfy the spec-
ified constraints can be compared using their TSE as a criterion for determining
the best design.

As an example, consider two survey designs—design A and design B—and
suppose that both designs satisfy cost and other constraints for the survey. How-
ever, for the key characteristics to be measured in the study, the total error in the
estimate for design A is 20 percent less than the TSE for design B. Obviously,
the best design choice is design A, assuming other factors are equalized. Thus,
the ability to summarize and quantify the total error in a survey process provides
a method for choosing between competing designs.

A measure of TSE could also aid in the allocation of survey resources to
minimize survey error. As an example, suppose we could establish that a major
source of survey error for some design is due to nonresponse. This would sug-
gest that efforts to further improve the quality of the survey data for this design
should focus on reducing the effects of nonresponse on the data. Survey resour-
ces could then be reallocated in the design, if necessary, to better minimize the
effects of nonresponse. This strategy will move the design closer to optimality if
the overall effect is a reduction in the TSE. For example, shifting resources
originally allocated to frame construction to nonresponse follow-up could
reduce TSE even though frame error would be increased.

Mean Squared Error

Although a number of acceptable metrics for quantifying TSE have been pro-
posed in the statistical literature, the most common metric for survey work is the
mean squared error (MSE). Each estimate that will be computed from the

610z J1equaoa Og uo 1senb Aq LGGG181//18/S/v/AoeNsqe-a)d1ue/bod/woo dnoojwapeoe//:sdpy wouy papeojumoq



826 Biemer

survey data has a corresponding MSE that summarizes the effects of all sources
of error on the estimate. A small MSE indicates that the TSE is small and under
control. A large MSE indicates that one or more sources of error are adversely
affecting the accuracy of the estimate.

One of the primary uses of the MSE is as a measure of the accuracy of survey
data. Unfortunately, it is seldom possible to compute the MSE directly in prac-
tical situations because this usually requires an estimate of the parameter that is
essentially error free. Still, the concept is quite useful for understanding how the
combined effects of survey errors reduce estimation accuracy. In addition, sur-
vey designers may benefit from the knowledge of these concepts through a bet-
ter understanding of how their design decisions affect the overall quality of the
survey data.

In statistical terms, MSE is the expected squared difference between an esti-
mate, 0, and the parameter it is intended to estimate, 6 , which may be written as

MSE(0) = E(0 — 0)? (1)

or, after decomposing it into terms for the squared bias and the variance, as
MSE(0) = B*(0) + Var(0) (2)

As depicted in figure 1, for the purposes of this article, MSE reflects the cu-
mulative effects of all sampling and nonsampling error sources on the survey
estimate. This point will be emphasized by preceding MSE by the word “total”
to distinguish this definition from less comprehensive forms of the MSE.

Each error source may contribute a variable error, a systematic error, or both.
Variable errors are reflected in the variance of the estimate, while systematic
errors are reflected in the bias squared component. The bias and variance com-
ponents may be further decomposed into process-level and even subprocess-
level components to further pinpoint specific error sources and, hopefully, their
root causes. Such decompositions can be quite helpful for designing surveys
and targeting and controlling the major error sources during survey implemen-
tation. For error evaluations, the major components of the total MSE are esti-
mated and combined according to the decomposition formulas to form an
estimate of the total MSE.

Next, consider a simple model for decomposing the total MSE of a particular
characteristic in the survey labeled y. Survey errors that arise from all the var-
ious error sources in a survey have a cumulative effect on the observed value of
y. The errors may cause the observed value of y to be higher or lower than its
true value for an individual. Mathematically, this can be written as

Yi = W + &, (3)

where y; and y; are the observed and true values, respectively, for unit i, and ¢;
represents the cumulative effect of all error sources for the ith unit. The error
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may be positive for some individuals and negative for others. If the net effect of
these errors over the sample is close to 0, the estimate 6 will be close to the
parameter 0, apart from sampling error.

For example, suppose 0 is the population mean, which for a simple random
sample is estimated by the sample mean denoted by y. If E(¢;)= 0, where ex-
pectation is taken over both the response distribution and the sampling distri-
bution, then E(y) = p, the true population mean, and y is said to be unbiased
for u. The ¢; satisfying these assumptions are called variable errors since, as we
shall see, they add variation to the observations, but not bias.

In other situations, survey errors may be systematic (i.e., the sum of the errors
across a typical sample is not zero because either positive or negative errors are
dominant). As an example, the measurement errors for socially undesirable
characteristics, such as excessive alcohol consumption, tend to be negative be-
cause heavy drinkers tend to underreport their amounts consumed. In this sit-
uation, E(¢;) < 0 (i.e., the expected value of the errors over response and
sampling distributions is negative and the observations are said to be negatively
biased, which means that alcohol consumption will be underestimated). Sim-
ilarly, positive errors may dominate for socially desirable characteristics, such
as church attendance, voting behavior, charitable giving, and safe-sex practices.
The positive systematic errors result in estimates that are positively biased.

Let E(g;) = B denote the expected value of the error in (3) and note that

E(y) = p+ B (4)

B is called the bias in the estimator y for estimating 1. The model in (3) may be
rewritten as

yi =t + B + e, (5)

wheree; = & — B,E(e;) = 0, Var(e;) = a,,and Var(y;) = o7, If we further

assume that the errors between any two units are uncorrelated (i.e.,
Cov(e;,ey) = 0 for any two units i and "), the MSE of y can be written as

0'2 0'2
MSE(y) = B? 4+ 2%
1 a2 (6)
=B+ -
+ R n
where
2
g
— n
R= o 2
u e

is the reliability ratio. Note that R reflects all sources of random error, not just
those arising from the measurement process.
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For interview-assisted surveys, the assumption of uncorrelated errors may
not hold, because of the effect of interviewers on the errors. Some interviewers,
by their mannerisms, appearances, interactions with respondents, methods of
probing or providing feedback, and other characteristics, may have a tendency
to elicit responses that are more positive (or more negative) than other inter-
viewers. As an example, there is ample evidence that when the races of the
interviewer and the respondent differ, questions about racial issues can be pre-
dictably biased (see, for example, Schaeffer 1980). There is also evidence that
experienced interviewers are more inclined than less experienced ones to
change the wording of the questions in ways that affect responses. (See Groves
1989, or more recently, Biemer and Lyberg 2003, 149-187, for a review of the
literature on interviewer effects.)

Interviewer errors share some properties of both variable and systematic
errors in that they are systematic within an interviewer’s work assignment,
but are uncorrelated across work assignments. We refer to these errors as
intra-interviewer correlated errors.

Suppose there are [ interviewers available for the survey, and assume that
each interviewer (i = 1,...J) imparts a bias, say b, to the observations in
his or her assignment for some survey item. Assume that b} is the same for
all respondents in the ith interviewer’s work assignment. Let &; denote the error
in the observation for the jth unit in the ith interviewer’s assignment. Under
these assumptions, the conditional expectation of ¢; (given interviewer i) is
E(g;lj) = ). For the unconditional expectation, E(g;) = B as before. Let
b, = b; — B denote the centered interviewer bias terms, and write

yi = W + B+ bi + ey, (8)

where W is the true value of the characteristic, e; = €; — B — b,
E(e;) = E(b;) = 0, Var(e;;) =02, and Var(b;) = o7. We further assume that

Cov(yji,yyi) = o + 0 + oL ifi = i',j =]
= iti =ij#/ )
=0 ifi 1.

Again, assuming the » units are selected by simple random sampling (SRS)
from a large population, the MSE of y under this model is

ai —1—0'3 0'%
—_— +

MSE(y) = B> + - - (10)

which differs from (6) by the addition of the interviewer variance term, a,% /1.

Note that the interviewer effects, b;, are considered to be random variables in
this formulation rather than fixed effects. This is because evaluations of inter-
viewer error are usually more concerned with the effects of the interviewing
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process generally on the survey results rather than with the I specific inter-
viewers employed to conduct the interviews. The interviewers are regarded
as a random sample of [ interviewers selected from a large population of inter-
viewers. Note that the correlation between any two units in the same interviewer
assignment is

%

- (11)
o2 + o, + a2

Pint =

which is referred to as the intra-interviewer correlation coefficient. This param-
eter may also be interpreted as the proportion of the total variance of an ob-
servation due to interviewer variance.

Now, assume for simplicity that each interviewer is assigned exactly m = n/I
(an integer) cases, where n is the total sample size. Further, if we redefine the
reliability ratio in (7) to include the interviewer variance component as follows,

2

R = —5——, 12
' aﬁ—l—a}%—i—af (12)

then (10) can be rewritten as

2
MSEG) = B> + (1 + (m = 1)py). (13)
nRint
Although somewhat oversimplified, this form of the MSE is instructive in
that it contains terms for bias (Bz) sampling variance (az/n) reliability
(Rint), and intra-interviewer correlation (p;,,). The te
of y when there is no interviewer variance (i.e. O’b = 0). With interviewer var-
iance, the variance is increased by the factor (1 + (m — 1)p;y), sometimes re-
ferred to as the interviewer design effect (deff;,,). More complex expressions for
the MSE that are derived under less restrictive assumptions can be found in
Lessler and Kalsbeek (1992).
Even a seemingly small amount of interviewer-correlated error can have
a profound impact on the TSE. As an example, consider a survey such as
the U.S. Current Population Survey (CPS), which has an average interviewer
workload size of approximately m = 50. Biemer and Lyberg (2003) and Groves
(1989) note that values of p;, between 0.01 and 0.05 are not uncommon in face-
to-face surveys, and values as high as 0.1 have been observed for some data
items. Assuming a moderate value of 0.03, the value of deff;, is [14(50-
1)x0.03] = 2.47 (i.e., the variance is increased by almost 1%2 times as a result
of interviewer variance!). Similar expressions for correlated error variance can
be derived for coders, keyers, editors, crew leaders, and other survey personnel
(see, for example, Biemer and Lyberg 2003).
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Total Survey Error Design Principles

We separately consider the design and implementation phases of a survey in the
application of the TSE paradigm. All surveys are based upon a design that, to
some degree, specifies the questionnaire content and format, the sampling plan,
data-collection protocols, interviewer hiring, training, supervision approaches,
plans for post-survey processing, weighting and analysis, schedule for comple-
tion, and costs. In some cases, the survey implementation goes according to
plan, but in most cases, especially for new surveys, the initial design must
be modified as the survey processes are executed to compensate for unforeseen
data-collection issues, unanticipated costs, and scheduling problems. This
section describes some useful design principles related to the TSE paradigm.
Section 6 will then address several error-reduction strategies that have been
used successfully during implementation.

Whether or not it is explicitly referenced, the TSE concept has been applied
to survey design for decades. For example, research on optimal design preced-
ing the 1960 U.S. Decennial Census clearly indicated the cost-effectiveness and
error-minimization properties of an all-mail census process. As a result, a mail
census protocol was adopted in preference to a face-to-face interviewer-assisted
approach as a means of reducing TSE while minimizing data-collection costs
(Eckler 1972, 105). Today, most large-scale surveys are designed to achieve
objectives related to cost minimization, error reduction, and timeliness.

As previously noted, optimal survey design attempts to minimize the total
MSE within specified cost (previously denoted by C,) and timeliness con-
straints. In practice, this is quite a difficult task because the survey designer
lacks the critical information required for design optimization. For example,
knowledge of the contributions to TSE of each major error source is seldom
available. Even if it were known, that information alone is insufficient because
choosing among the many design alternatives and methodologies requires
knowledge of how the various design choices affect the total MSE. As an ex-
ample, the designer might ask “where should additional resources be directed to
generate the largest reduction on the MSE: extensive interviewer training for
nonresponse reduction, greater nonresponse follow-up intensity, or by offering
larger incentives to sample members to encourage participation?” Or, “should
a more expensive data collection mode be used, even if the sample size must be
reduced significantly to stay within budget?”

Fortunately, detailed knowledge on costs, errors, and methodological effects
of design alternatives are not needed for every survey design for two reasons:
(a) design robustness; and (b) effect generalizability. Design robustness refers
to the idea that the total MSE of an estimator may not change appreciably as the
survey design features change. In other words, the point at which the MSE is
minimized is said to be “flat” over a fairly substantial range of designs. For
example, it is well known that the optimum allocation of the sample to the
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various sampling stages in multistage sampling is fairly robust to suboptimal
choices (see, for example, Cochran 1977).

Effect generalizability refers to the idea that design features found to be op-
timal for one survey are often generalizable to other similar surveys; for exam-
ple, similar topics, target population, data-collection modes, and survey
conditions. As an example, Dillman’s failored design method (Dillman, Smyth,
and Christian 2009) makes use of this principle for optimizing mail surveys.
Similar approaches are now being developed for Internet surveys (Couper
2008; Dillman, Smyth, and Christian 2009). Through meta-analyses involving
hundreds of experiments on surveys spanning a wide range of topics, survey
methodologists have identified what appear to be the “best” combinations of
survey design and implementation techniques for maximizing response rates,
minimizing measurement errors, and reducing survey costs for these survey
modes. Dillman’s tailored-design method prescribes the best combination of
survey design choices to achieve an optimal design for mail and Internet sur-
veys that can achieve good results across a wide range of survey topics, target
populations, and data-collection organizations.

Standardized and generalized optimal design approaches have yet to be de-
veloped for interviewer-assisted data-collection modes or for surveying most
types of special populations, regardless of the mode. Nevertheless, there exists
a vast literature covering virtually all aspects of survey designs for many appli-
cations. As an example, there is literature on the relationship between length of
interviewer training, training costs, and interviewer variance (see, for example,
Fowler and Mangione 1985). Whether these relationships are transferable from
one survey to another will depend upon the specifics of the application (e.g.,
survey topic, complexity, target population). There is also a considerable
amount of literature relating nonresponse reduction methods, such as
follow-up calls and incentives to response rates, and in some cases, nonresponse
bias (see Singer and Kulka 2002 for a review of the literature). Perhaps the TSE
paradigm that led to a theory of optimal design of mail and Internet surveys may
one day be employed in the development of a theory and methodology for
optimal face-to-face or telephone survey design.

Real-time Costs and TSE Reduction Strategies

Despite careful planning, and even under ideal circumstances, surveys are sel-
dom executed exactly as they were designed, for several reasons. First, the sur-
vey sample itself is random, which introduces a considerable amount of
unpredictability into the data-collection process. There are also numerous other
sources of random “shocks” during the course of a survey, such as personnel
changes, especially among field interviewers (FIs), the weather at the data-
collection sites, staffing issues, catastrophic events, and other unforeseen com-
plications. Costs may be considerably higher than expected in some areas of the
design, and indicators of data quality, such as response rates, frame coverage
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rates, missing data rates, and interviewer performance measures, may suggest
that survey quality is faltering. It may be necessary to change the data-collection
mode for some sample members or to introduce other interventions to deal with
problems as they arise. A proactive, dynamic, flexible approach to survey
implementation is needed to deal with these uncertainties.

Thus, an essential ingredient of an optimal survey design is a plan for con-
tinuously monitoring key cost metrics and error-sensitive quality indicators to
allow survey managers to control costs and reduce errors in real time. Real-time
quality and production monitoring has always been an essential and integral
part of survey implementation. However, with the advent of computer-assisted
interviewing and computerized data processing, opportunities for collecting and
monitoring process data (or paradata) have become proliferate. Within the last
two decades, more structured and systematic strategies for quality monitoring
have been devised that take advantage of the massive amounts of paradata gen-
erated by survey processes and the speed with which these data can be com-
piled, analyzed, reported, and visualized. Several important strategies for cost
and error control during survey implementation are described in this section.

An approach that can be applied to virtually any survey operation is the con-
tinuous quality improvement (CQI) approach (Biemer and Caspar 1994;
Morganstein and Marker 1997). A number of statistical organizations have
adopted at least some aspects of CQI to control costs and errors in their surveys,
including the U.S. Census Bureau (U.S. Department of Labor, Bureau of Labor
Statistics, and U.S. Department of Commerce, Bureau of the Census 2002),
Statistics Sweden (Lyberg 1985), Statistics Canada (Statistics Canada 2002),
and Eurostat (Eurostat 2007). CQI uses a number of standard quality-
management tools, such as the workflow diagram, cause-and-effect (or fish-
bone) diagram, Pareto histograms, statistical process control methods, and
various production-efficiency metrics (see, for example, Montgomery 2009).

The CQI approach consists essentially of six steps, as follows:

1. Prepare a workflow diagram of the process and identify key process
variables.

2. Identify characteristics of the process that are critical to quality (CTQ).

3. Develop real-time, reliable metrics for the cost and quality of each CTQ.

4. Verify that the process is stable (i.e., in statistical control) and capable (i.e.,
can produce the desired results).

5. Continuously monitor costs and quality metrics during the process.

6. Intervene as necessary to ensure that quality and costs are within
acceptable limits.

The process workflow diagram (Step 1) is a graphical representation of the
sequence of steps required to perform the process, from the initial inputs to the
final output. In addition to the steps required, the flowchart can include a time
line showing durations of activities, as well as annotations regarding inputs,
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Figure 2. A Workflow Diagram for Sampling and the Initial Interview Attempt.

outputs, and activities that are deemed CTQ (Step 2). To illustrate, figure 2
shows a workflow diagram for selecting a monthly sample, sending it to the
field, and conducting the initial attempt to interview the sample. A total of nine
CTQs were identified for this part of the data-collection process. In Step 3, met-
rics were developed to monitor these CTQs during the various stages of the
process. For example, to monitor whether domain target sample sizes were be-
ing achieved, the number of interviews per domain were compared to the re-
quired quota for the month. A model for predicting the final outcome of pending
cases in the field was developed based upon similar cases whose interview
status had been resolved.

Step 4 is important to establish that the quality of the process to be controlled
(a) can be controlled; and (b) is capable of producing a product having accept-
able cost and quality. A wildly erratic metric might suggest that it is unreliable
and thus useless for quality monitoring and improvement. Unreliable metrics
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can hide important deviations from acceptable quality or falsely indicate depar-
tures from acceptable quality. However, extreme variation in a reliable metric
can be interpreted as an indication of process instability. Such processes cannot
be easily improved until they are stabilized and capable of producing consistent
results (referred to as in a state of statistical process control).

As an example, response rates for field interviewers (FIs) may vary widely,
which can signal a problem with basic interviewer skills for some FIs. Retraining
some FIs may solve this problem; otherwise, efforts to improve overall interview-
ing performance can be futile. Equally important is to establish that the process
is capable of producing the desired results. For example, a data-collection
process that consistently yields an average 5S0-percent response rate is in statistical
process control. However, the process may be incapable of achieving a client-
specified minimum 70-percent response rate without major changes to the pro-
cess. CQI may be ineffective if the process is poorly designed and incapable, even
under ideal circumstances, of producing the desired results.

The literature of statistical process control distinguishes between two types of
process variation, referred to as special cause and common cause. Special
causes are events or circumstances that are sporadic, unexpected, and traceable
to somewhat unusual combinations of factors. As an example, weekly produc-
tion drops in an area because the FI assigned to the area resigned in mid-data
collection. Or productivity declines in the call center because a power outage
stopped work for hours. Such problems are addressed by actions that are spe-
cific to the cause, leaving the design of the process essentially unchanged. By
contrast, common causes are minor (chronic) disturbances that frequently and
naturally occur during the normal course of the process. Such variations are
inherent in the process and can be reduced only by redesigning the process.
Specific actions to address common causes are not advisable because rather
than reducing such variation, such actions (referred to as “tampering”) may
actually increase common cause variation. In some cases, it can even spawn
more serious, special causes. As an example, FI costs and production rates nor-
mally fluctuate from period to period as a result of many uncontrollable var-
iables, including the workload size, types of sampling units, FI behavior
patterns, and the random locations of the units. Singling out FIs who happen
to have low-response rates in any given period that are attributable to common
cause variation can result in low staff morale and higher staff turnover.

The quality-control literature provides a number of tools for distinguishing
between special and common cause variation. Chief among these are control
limits, which define the boundaries of normal or routine variation of a metric.
Control limits are set based upon previous values of the metric. For example, the
lower control limit (LCL) and upper control limit (UCL) of a process can be
computed for the metric (x) using the formulas LCL = x — 3¢ and
UCL = X + 30, where x is the mean and ¢ is the standard deviation of x, both
of which can be computed from the most recent 20—30 values of x. The range
between the LCL and UCL of a process is 6, which, if the process is stable and
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Figure 3. Illustration of a Dashboard Showing Weighted Response Rates,
Interview Costs, FI Exceptions, and Production.

x can be assumed to be normally distributed, will bound x in about 99.7 percent
of the cases. This means a value of x outside the control limits is likely due to
a special cause. Otherwise, fluctuations within the control limits should be
regarded as common cause (or random) variation. The third panel in figure 3
(which is described more fully below) is an illustration of control limits for an FI
exception report. Note that the variation, while large, is still within control
limits. Reducing this variation is better accomplished by redesigning the pro-
cess rather than through specific Fl-level behavioral changes, which will be
largely ineffective.

In Step 5, decisions are made regarding the frequency for computing and
reviewing metrics and the format of the data displays (e.g., tabular, graphical,
descriptive). For some processes, it may be both informative and practicable to
display related metrics together as a dashboard. Like the dashboard in an au-
tomobile, the CQI dashboard organizes and displays critical information on
costs, timeliness, and quality across a wide spectrum of processes in a way that
is easy to read and interpret. Unlike an automobile’s dashboard, management
should be able to interact with dashboards; for example, to modify the data
displays to reveal different perspectives or views of the same data source in
order to search for causalities. This is particularly useful for understanding
why important metrics deviate from their benchmarks. Dashboards also provide
the ability to “drill down” into the data in order to look for root causes and to
investigate the effects of prior interventions and remedial actions.
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As an example, figure 3 shows a typical high-level dashboard for monitoring
response rates, FI production, FI performance quality, and costs for a quarterly
survey. Each chart on the dashboard represents a “roll-up” of detailed, unit-
level (e.g., case, FI, call attempt) data. As an example, the “FI exception report”
in the figure is a process control chart plotting the number of issues detected
during the routine monitoring of interviews using a system of digital recorded
interviews on the FIs’ laptops referred to as CARI (Computer Assisted
Recorded Interviewing). An “FI exception” could be defined in a number
of ways; for example, a major wording change, the use of inappropriate probes
or feedback, or providing inaccurate information in response to respondent
queries. Control limits on the chart suggest that the variation in the number
of exceptions is likely due to common causes and no action is required. Data
on the graphs can be hyperlinked to data at lower levels, for example, to identify
the survey questions or the Fls that are the largest contributors to total excep-
tions. Special cause deviations can be investigated using this drill-down capa-
bility. Similar dashboards can be constructed for other survey processes, such as
survey data processing and file preparation. It is important that the appropriate
survey staff have online access to these dashboards to examine the metrics
of greatest interest to them on an ongoing basis and to facilitate planning
discussions.

The key to CQI is controlling TSE through the application of effective inter-
ventions at critical points during the process to address special causes (Step 6).
In addition, process improvements can be implemented to reduce common
cause variation and to improve the process average, x. The error control and
process improvement aspects of CQI tend to be the most challenging because
of the knowledge and skill required to be effective. Process interventions must
be timely and focused. Process improvements may require considerable time
and repetition of the process (process cycles). In some cases, experimentation
may be desirable. All the while, costs and timeliness must be held to strict con-
straints. Responsive design is an important innovation for better accomplishing
these objectives.

Responsive design (Groves and Heeringa 2000) is a strategy developed for
face-to-face data collection that includes many of the ideas, concepts, and
approaches of CQI. It provides several additional and important new concepts
and strategies that are intended to increase quality-monitoring sensitivity, data-
collection efficiency, and intervention effectiveness. Like CQI, responsive
design seeks to identify features of the survey design that are critical to data
quality and costs and then to create valid indicators of the cost and error prop-
erties of those features. These indicators are closely monitored during data col-
lection, and interventions are applied, as necessary, to reduce survey errors
(primarily nonresponse bias) and costs.

What is unique is that responsive design organizes survey data collection
around three (or more) phases: (1) an experimental phase, during which alternate
design options (e.g., levels of incentives, choice of modes) are tested; (2) the main
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data-collection phase, where the bulk of the data is collected using the design
option selected after the first phase; and (3) the nonresponse follow-up phase,
which is aimed at controlling costs and minimizing nonresponse bias, for exam-
ple, by subsampling the nonrespondents from the second phase (i.e., double
sampling), shifting to a more effective mode, and/or using larger incentives.

Responsive design recognizes that, in many cases, the survey designer is un-
able to choose the optimal data-collection approach from among several prom-
ising alternatives without extensive testing. In fact, it is common in survey work
for data collection to be preceded by a pretest or pilot survey designed to iden-
tify the best data-collection strategy. Responsive design formalizes this practice
and includes it as an integral part of the survey design. Another key concept of
responsive design is the notion of a phase capacity. The main data-collection
phase is said to have reached its phase capacity when efforts to reduce nonre-
sponse and its biasing effects on selected survey estimates are no longer cost-
effective. For example, after many attempts to follow up with nonrespondents,
the key survey estimates remain unchanged and the data-collection phase is said
to have reached its phase capacity. According to Groves and Heeringa (2000),
a phase capacity condition signals the ideal point at which the main data-
collection phase should be terminated and the third phase should begin.

The third phase intensifies the nonresponse follow-up operation from the sec-
ond phase. However, to control costs, only a subsample (i.e., double sample) of
the phase two nonrespondents are pursued in this phase. Nonrespondents that
are not selected for the double sample are no longer pursued. A weight adjust-
ment is applied to the nonrespondents who eventually respond in the third phase
to represent the nonsampled nonrespondents. The subsample selection proba-
bilities are typically a function of predicted response propensities, costs per
follow-up attempt, the original case-selection weights, and projected sample
design effects. Groves and Heeringa (2006) discuss a number of innovative
metrics based upon paradata that can be used for CQI in all three phases, as
well as approaches for determining when phase capacity has been reached.

Although responsive design focuses on nonresponse error, it can be com-
bined with the TSE reduction strategies of CQI to provide a more comprehen-
sive strategy for controlling costs and error. For example, as shown in Kreuter,
Miiller, and Trappmann (2010) and Kaminska, McCutcheon, and Billiet (2010),
both in this issue, nonresponse reduction efforts can increase measurement
errors. This might occur, for example, as a result of respondent satisficing
(Krosnick and Alwin 1987) or interviewers who sacrifice data quality to avoid
breakoffs (Peytchev, Peytcheva, and Groves 2010). Likewise, subsampling
nonrespondents in the third phase may reduce the nonresponse bias, but can
also substantially reduce the precision of the estimates as a consequence of in-
creased weight variation (i.e., the unequal weighting effect; see, for example,
Singh, Iannacchione, and Dever 2003). The usual method for controlling this
variation is to trim the weights, but this can increase the estimation bias (see, for
example, Potter 1990). Cumulatively, TSE could be substantially increased
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even as the bias due to nonresponse bias is reduced. These risks to TSE are
ameliorated by monitoring and controlling multiple sources simultaneously.

For this purpose, an even richer set of strategies for CQI can be found in the
literature of Six Sigma (see, for example, Breyfogle 2003). Developed at
Motorola in the early 1980s, Six Sigma embodies a set of principles and strat-
egies for improving any process. Like CQI, Six Sigma emphasizes decision-
making based on reliable data that are produced by stable processes, rather than
intuition and guesswork. An important distinction between CQI and Six Sigma
is the emphasis by the latter on providing verifiable evidence that quality
improvements have been successful in improving quality and reducing costs,
and that these gains are being held or further improved. Similar to the six steps
outlined above for CQI, Six Sigma operates under the five-step process referred
to as DMAIC: define the problem, measure key aspects of the process (i.e.,
CTQs) and collect relevant data, analyze the data to identify root causes,
improve or optimize the current process using a set of Six Sigma tools designed
for this purpose, and control and continue to monitor the process to hold the
gains and effect further improvements.

We believe the most effective strategy for real-time survey cost and error
reduction combines the phase-based approach of responsive design for control-
ling nonresponse error with the more general approaches of CQI and Six Sigma
to simultaneously control all major sources of TSE. In particular, dashboards
can be created based upon paradata to simultaneously monitor sampling error,
nonresponse, measurement errors, and frame coverage errors during data col-
lection, as suggested by figure 3. This would enable the survey manager, for
example, to consider the effects of nonresponse reduction methods on these
other error sources. Later, in the data-processing stage, additional metrics
can be developed and continuously monitored to improve the data capture, edit-
ing, coding, and data file-preparation processes. This would allow the survey
designer to be responsive to costs and errors throughout the survey process and
across all major sources of TSE.

Total Survey Error Evaluation

A post-survey evaluation of at least some components of the total MSE is an
essential part of the TSE paradigm. Standard errors for the estimates have been
routinely reported for surveys for decades and are now considered essential
documentation. Evaluations of nonsampling error components of the MSE
are conducted with much less frequency. One exception is the analysis of non-
response bias required by the U.S. Office of Management and Budget (OMB)
for government-sponsored surveys that achieve response rates less than 80 per-
cent (OMB 2006). While this focus on the nonresponse bias is welcome, there
are still no requirements or guidelines for evaluating other components of the
total MSE that are potentially more problematic for many uses of the data.
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Nonsampling error evaluations address several dimensions of total survey
quality. As noted in Section 3, they are essential for optimizing the allocation
of resources in survey design to reduce the error contributed by specific pro-
cesses. In experimentation, error evaluations are needed to compare the accu-
racy of data from alternative modes of data collection or estimation methods.
Estimates of nonsampling errors (e.g., nonresponse bias analyses, measurement
reliability studies) also provide valuable information to data users about data
quality. Such evaluations can be important for understanding the uncertainty in
estimates, for interpreting the results of data analysis, and for building confi-
dence and credibility in the survey results.

This section provides a brief overview of methods for estimating the total
MSE and its components. Because the purpose of this section is primarily ped-
agogical, simple random sampling will be assumed, although extensions to
complex survey settings are available for all the methods (see, for example,
Wolter 2007, Appendix D). Because of space limitations, only a few examples
of evaluation studies are discussed for each error source. For a more compre-
hensive treatment of the topic, see Lessler and Kalsbeek (1992) and the
additional references provided for specific MSE components.

TOTAL MEAN SQUARED ERROR ESTIMATION

For the rare situation where gold standard (i.e., practically error-free) measure-
ments are available for every unit in the sample (including nonrespondents), the
MSE (excluding the frame error component) can be estimated directly. Data that
have been used in gold standard evaluations, including administrative records
such as birth certificates, government tax records, population and government
welfare registers, police records, or company records on number of employees,
can sometimes be considered essentially error-free for evaluation purposes.
A number of studies have attempted to obtain gold standard measurements from
reconciled reinterview surveys (see Forsman and Schreiner 1991); in-depth,
probing reinterviews (see Biemer 1988); or the collection of blood, urine, hair,
or other biological specimens (Harrison 1997).

Gold standard measurements can be very difficult and costly to obtain in
practice and may still be poor measurements. Research has also shown that
administrative records data can be quite inaccurate and difficult to use (Jay,
Belli, and Lepkowski 1994; Marquis 1978) as a result of differences in time
reference periods and operational definitions, as well as errors in the records
themselves. A number of articles show that reconciled reinterview data can
be as erroneous as the original measurements they were intended to evaluate
(see, for example, Biemer and Forsman 1992; Biemer et al. 2001; Sinclair and
Gastwirth 1996). Even biological measures, such as hair analysis and urinalysis
used in studies of drug use, contain substantial false-positive and false-negative
errors for detecting some types of drug use (see, for example, Visher and
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McFadden 1991). Still, useful approximations of the total MSE and valuable
insights regarding nonsampling error can still be obtained through the use of
these approaches.

Suppose both interview and gold standard measurements are available on all
respondents and nonrespondents. Let y; denote the mean of the survey responses,
and let it denote the mean of the gold standard measurements for all sample units
(including nonrespondents). Then the estimator of the bias in yj is

B =5y (14)
and further, an approximate estimator of the MSE of yj is

MSE(%) =B —v(p) + 2\/vGp)v(i), (15)

where v(yz) and v(fi) are variance estimators for y; and i, respectively (see
Potter 1990). A similar formula holds for complex sampling. Note that because
ygand [ are based on the same sample, any frame bias will not be reflected by
this estimator. An estimator of frame bias can be constructed as follows.

FRAME BIAS

Estimating frame undercoverage bias requires an estimate of the noncovered
subpopulation mean denoted byy,, as well as a measure of the relative size
of the noncovered subpopulation. Let 7 denote the estimate of the proportion
of the target population missing from the frame (i.e., the noncoverage rate). Let
Yc denote the sample mean, which, by definition, estimates the covered pop-
ulation mean. Then it can be shown that an estimator of the frame bias is

By = ne(Ye = Ine) (16)

(i.e., frame undercoverage bias is the product of the noncoverage rate and the
difference between the mean of the covered and uncovered subpopulations).

It is apparent from that if the noncoverage rate is very small, the bias estimate
will be small, no matter how large the difference is between the covered and
noncovered subpopulations. As the noncoverage rate increases, the bias
increases, but the rate of increase depends on the extent to which units on
the frame differ from units that are missing from the frame. If the difference
Yc — Ync 18 small, the bias will still be small.

Obtaining the estimate can be quite problematic and costly because it might
entail accessing data sources that were not available during the frame construction
process. As an example, for evaluating the coverage bias for a mail list frame,
Tannacchione, Staab, and Redden (2003) used the half-open interval method. For
this method, the addresses on the frame are first sorted in geographically proximal
order, and a random sample of units is selected from the sorted frame. Fls are
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instructed to search for missing frame units in the interval between a selected unit
and the next unit on the frame; for example, the units between 1230 Elm Street
(the selected unit) and 1240 Elm Street (the next frame unit), if any. New units
discovered by this approach are then used to construct the estimator Y.

NONRESPONSE BIAS

A similar bias formula applies for evaluating the magnitude of bias due to non-
response. Suppose an estimate of the mean of the nonresponding units, denoted
by Yyg, 18 available. Let Y, denote the nonresponse rate. Lety, denote the mean
of the respondents to the survey. Then it can be shown that an estimator of the
nonresponse bias is

Byg = Inr Ok — Inr)- (17)

Although there has been much focus on nonresponse rates in the past, clearly
shows that nonresponse bias is not just a function of the nonresponse rate, but
also depends upon the difference between respondents and nonrespondents for
the characteristics of interest. If the nonrespondents are not much different from
the respondents for these characteristics, then the nonresponse bias might be
quite small, even though the nonresponse rate is high.

To compute yyg, the characteristic y must be known for at least a sample of
nonrespondents to the survey. This typically involves a nonresponse follow-up
study where further efforts to interview nonrespondents are attempted using
a preferred approach (e.g., more personal mode, higher incentive, more intensive
contacting or tracing efforts). These more successful methods will produce data
on a subsample of nonrespondents that can be used to compute y,,. Variables on
the sampling frame that are highly correlated with y can also be used to eval-
uatey,z. For example, suppose y is “health insurance coverage,” which is not on
the frame. If income or some other variable correlated with y is available, it can
be used as a proxy for y for the purposes of evaluating Byg. Groves and Couper
(1998) provide an excellent overview of methods for estimating Bug.

MEASUREMENT ERROR

The estimation of measurement bias and variance also requires supplemental
information that is not usually available from the main survey. The component
most frequently estimated is the reliability ratio, which is typically estimated
using a fest-retest design. Suppose that the characteristic y is measured on two
occasions, and further, that the true value, y; , does not change between occa-
sions. Let y;; denote the observed characteristic of the ith unit from the main
survey, and let y,; denote the second observation for the unit. Assume that the
second measurement process independently replicates the error distribution of
the main survey (i.e., assume that the errors, ¢;; and ¢;;, are independent and
identically distributed). Under these assumptions, y;; and y,; are called parallel
measurements. It can be shown that an estimator of R is given by
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n 2
R — Zizlz()’u 2)’2:) 7 (18)
ST+ 85
where s2 = 3" (vi; — ¥,)%/(n — 1), 3, is the mean of y;, and 53 is defined anal-
ogously for yy;.

Alternative estimators of R have been used, particularly for the case of cat-
egorical variables. For example, Cohen’s kappa (Cohen 1960)—or equiva-
lently, the index of inconsistency (U.S. Department of Commerce, Bureau
of the Census 1985)—is frequently used for estimating R for dichotomous var-
iables. Biemer (2011) reviews a number of methods for estimating R for
categorical data, particularly latent class analysis.

INTERVIEWER VARIANCE STUDIES

Estimating interviewer variance can be quite challenging from an operational per-
spective, particularly for face-to-face surveys. This is because the estimation pro-
cess requires that households be randomly assigned to interviewers, a process
called interpenetration (Mahalanobis 1946). Failure to interpenetrate interviewer
assignments will result in biased estimators of interviewer variance. In face-to-face
surveys, geographically proximate interviewer assignment areas may be combined
so that the households in the combined area can be assigned at random to each
interviewer working in that area. The interpenetration process is much simpler
in centralized telephone surveys if the telephone numbers to be called during a par-
ticular shift are randomly assigned to all the interviewers working the shift.

One strategy for estimating p;,, for face-to-face surveys is to interpenetrate
proximate pairs of assignments to reduce the travel costs within the interpene-
trated areas. Suppose K interviewer assignment pairs are formed and interpene-
trated, and let k =1, 2, .. ., K denote the kth interpenetrated pair. For simplicity,
assume equal assignment sizes, m. (U.S. Department of Commerce, Bureau of
the Census 1985 provides the formulas for unbalanced interpenetrated designs.)
Let y,4 and y;5 denote means of the two assignments (i.e., for interviewers A
and B) in the kth pair. Then an estimator of p;, is

~ li:( msy, — 2. ) (19)
i Ki= msﬁb +m7725%w 7

where s7, and s7, are the within-interviewer assignment variance estimates for
k=1,..,K, s = (G — V)’ and 53, = sz, + s25 (U.S. Department of
Commerce, Bureau of the Census 1985).

Using interpenetrating interviewer pairs in field studies is highly complex
administratively because of increased interviewer travel costs, overlapping as-
signment areas, interviewer attrition, and other factors. However, for central-
ized telephone surveys, interpenetration is compatible with the way most
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telephone centers randomly assign sample units to interviewers and, therefore,
interpenetrating telephone interviewer assignments is much easier. The U.S.
Department of Commerce, Bureau of the Census (1985) provides a detailed
discussion of both the operational and technical issues associated with inter-
penetrated interviewer assignments.

MEASUREMENT BIAS

Traditionally, the estimation of measurement bias requires the existence of gold
standard measurements for at least a random subsample of respondents. Let y;
and y; denote the sample interview and gold standard measurements, respec-
tively, on the ith respondent. Then an estimator of the measurement bias is

1 & -
Byeas = n_z (i = ) =y — i, say, (20)

ri=1

where n, denotes the number of sample units for which both interview and gold
standard data are available, and y and ji are the means of these responses for the
interview and reinterview, respectively. Biemer (2011) provides alternative
estimators of the measurement bias in the case of categorical data focusing
on estimates derived from latent class analysis.

DATA-PROCESSING ERROR

Many of the methods discussed previously for measurement variance and bias
can also be applied to the estimation of data-processing error. For example, the
estimation of the correlated error associated with operators (e.g., coders, editors,
keyers) also requires interpenetrated work units or assignments, and the form of
the estimator is the same as for interpenetrated assignment pairs. However, in an
office environment, full interpenetration of operator assignments like that de-
scribed above for estimating interviewer effects in centralized telephone sur-
veys can be accomplished rather easily. To estimate the effect on total
variance of systematic operator error, a random effects analysis of variance
model could be used (see, for example, U.S. Department of Commerce, Bureau
of the Census 1985). Likewise, estimation of operator bias (paralleling equation
(20)) requires the use of either gold standard estimates or model-based
approaches, such as those described by Biemer (2011).

Conclusions

Despite the important uses that estimates of TSE can fulfill, there are few exam-
ples of TSE studies in the literature. Two exceptions are Mulry and Spencer
(1993) and Groves and Magilavy (1984). Quality profiles exist for only
a few major surveys, including the CPS (Brooks and Bailar 1978), Survey
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of Income and Program Participation (Kalton, Winglee, and Jabine 1998), U.S.
Schools and Staffing Survey (Kalton et al. 2000), American Housing Survey
(Chakrabarty and Torres 1996), and U.S. Residential Energy Consumption Sur-
vey (U.S. Energy Information Administration 1996). Quality reports that ac-
company survey results rarely report more than response rates, imputation
rates, and perhaps other process metrics discussed in Section 6.

Although numerous studies of nonresponse bias have been reported, rela-
tively less is known about other sources of nonsampling error. For example,
interviewer variance is rarely estimated in centralized telephone surveys, even
though the cost of doing so routinely is relatively small. Studies of frame bias or
data-processing errors are seldom reported. Recently, Tourangeau, Groves, and
Redline (2010) and Olsen (2006), as well as several articles in this volume, have
investigated the relationship between propensity and measurement error with
mixed results. The International Total Survey Error Workshops ITSEW) were
established in 2005 to encourage research on multiple error sources and their
interactions. '

Smith (1990) and Platek and Sirndal (2001) note a lack of progress over the
last 50 years in integrating sampling and nonsampling error as measures of un-
certainty. Indeed, routine reporting of nonsampling error components in sur-
veys seems unlikely because evaluation studies are often operationally
complex, expensive to implement, and difficult to analyze, and often require
sophisticated statistical models. Resources for evaluating TSE are usually
not available, except for very large, ongoing surveys. Even then, they may
be sufficient to assess only one or two sources of error, such as nonresponse
bias or test-retest reliability.

Despite the lack of studies of TSE, the development of the total MSE concept
has changed our way of thinking about survey design. Total MSE provides
a conceptual framework for optimizing surveys that can still be quite useful,
even if information on the relative magnitudes of the errors is lacking. As
an example, knowing that a specified data-collection mode is likely to produce
biased data may be sufficient motivation to search for a less biasing mode. Like-
wise, knowing that some important error sources are not well represented in our
measures of uncertainty should cause one to temper claims regarding statistical
accuracy or precision of survey estimates. For reducing survey error, the idea of
parsing the error into specific sources and then further subdividing these into
smaller, more manageable sources is a much better strategy than less focused,
impractical approaches aimed at generally reducing TSE. Finally, the TSE
framework provides a useful taxonomy for the study of nonsampling error.
In fact, the quality profile, which is based on this taxonomy, is useful for

1. Contents of the past four ITSEW workshops can be viewed at http://www.niss.org/event/niss-
affiliates-workshop-total-survey-error-march-17-18-2005;  http://www.niss.org/event/itsew-2008;
http://www.niss.org/event/itsew-2009; and http://www.niss.org/events/itsew-2010.
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accumulating all that is known about specific sources of error, but also for in-
dicating where there are important gaps in our knowledge. For example, the
quality profiles done to date suggest that specification errors, data-processing
errors, and frame errors appear to be neglected in the study of nonsampling error
(Doyle and Clark 2001; Kasprzyk and Kalton 2001).

There are a number of promising new approaches to the evaluation and anal-
ysis of TSE that have generated some excitement and the promise of greater
activity in the field. These include the use of Bayesian models for measurement
error (Zaslavsky 2005), multilevel modeling of interviewer effects under un-
equal probability multistage sampling (Hox 2005), meta-analysis of reliability
and validity studies to inform survey design (Saris, van der Veld, and Gallhofer
2004), latent class modeling of survey error (Biemer 2010), and the use of struc-
tural equation models for studying reliability and validity (Saris and Gallhofer
2007).

Future directions for the field are numerous. Many surveys are now attempt-
ing to use resource-allocation models that explicitly consider other major com-
ponents of the TSE besides sampling error. However, more research is needed
in the realm of data-processing error, particularly editing error. Several recent
papers have suggested that survey data are being overedited (i.e., editing to the
detriment of both data-quality and optimal-resource allocation). There is a need
for additional quality profiles, particularly for major government-data programs
in the U.S. and elsewhere. The field would also benefit from understanding how
multiple sources of survey error interact, so that as we attempt to reduce the
error from one source, we do not inadvertently increase the error in one or more
other error sources.

If the past is prologue to the future, survey research will face important chal-
lenges as costs continue to rise and quality continues to decline, especially as are-
sult of greater nonresponse. Recent advances in computer-assisted interviewing,
uses of paradata, and new, more effective CQI strategies are essential devices for
offsetting these threats to total survey quality. Future research is needed in three
critical areas: (1) innovative uses of paradata for monitoring costs and quality
during survey implementation; (2) research on highly effective intervention strat-
egies for real-time costs and error reduction; and (3) cost-effective methods for
evaluating survey error, particularly error interaction effects such as the effects of
nonresponse reduction strategies on measurement error.
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